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Figure 1: The fnal prototype in operation, showing the projected satellite imagery on the assembled 3D-printed model (left). 
Example prompts used to generate alternative places within a city with a forest, a church and a playground by users providing 
system feedback (right). 

Abstract 
In museums, visitors are mostly limited to passively observing his-
torical artifacts, with few opportunities for active participation. At 
the same time, involving citizens meaningfully in urban planning 
discussions remains a challenge, as the process often feels abstract. 
Our prototype, Urban Uchronia, addresses both challenges by cre-
ating an interactive system that combines a physical topographic 
city model with real-time, AI-generated visualizations projected 
onto the model, showing alternative urban developments based on 
the user’s imagination. Preliminary feedback from 24 participants 
indicates that the system has “good” usability (System Usability 
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Scale score: 78.44) and has the potential to stimulate discussions. 
The prototype establishes a framework that demonstrates the tech-
nical feasibility of such systems, its potential to create interactive 
exhibits, and, as a result, the ability to engage active citizens in 
urban planning and visualize ideas through textual input. 

CCS Concepts 
• Human-centered computing → Interactive systems and
tools; Geographic visualization; Collaborative and social computing
devices.
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1 Introduction and Related Work 
Museums increasingly aim to shift from passive forms of presen-
tation towards participatory experiences— an approach equally 
needed in urban planning, where citizens are often excluded from 
infrastructural decisions that shape their daily lives, potentially 
overlooking diverse perspectives and alternative future visions. In 
both cases, greater public engagement through interactive methods 
can lead to richer, more forward-thinking outcomes. 

Recent research at the intersection of generative AI, urban design, 
and interactive systems has demonstrated new ways to support 
public participation and engagement. Several projects have explored 
how AI-generated imagery can enable non-experts to envision 
speculative urban futures. 

Von Brackel-Schmidt et al. [15] demonstrate how generative AI 
can support participatory urban planning by enabling citizens to 
collaboratively visualize speculative future cityscapes using natural 
language prompts. Preussner et al. [12] extend this idea with UrbAI, 
a system in which users annotate photographs of urban scenes to 
receive AI-generated alterations. Both approaches demonstrate the 
potential of generative systems to lower entry barriers in urban 
planning contexts. Hung et al. [7] investigate how image-to-image 
AI can reframe cityscapes in playful or speculative ways, aligning 
with broader trends in urban storytelling. Further research has 
demonstrated how generative AI can be used to actively engage 
residents in urban design by generating realistic images from simple 
ideas [5, 10]. 

From a design artifact perspective, Kun et al. [8] present Gen-
Frame, an interactive picture frame that integrates generative AI 
to produce painterly outputs infuenced by user inputs. This work 
highlights how generative systems can be embedded in traditional 
cultural artifacts to foster refection and engagement. In a more 
environmentally focused artistic context, Canet Sola and Guljajeva 
[4] explore gaze-based interaction with AI-generated imagery to 
provoke discourse around environmental destruction, illustrating 
the narrative power of interactive, generative installations. 

Systems such as SandScape [11], HoloCity [9] and CityScope [1] 
demonstrate the integration of real-time data and urban modeling in 
AR and tangible interfaces, emphasizing collaborative understand-
ing of complex urban systems. Finally, Günther et al. [6] showcase 
the use of 3D-printed tangible tools for collaborative interaction 
on digital surfaces. 

Our work extends existing approaches by embedding generative 
AI within a projection-based interface centered around a physi-
cal topographic city model. Unlike prior systems that rely on fat 
screens or static images, Urban Uchronia enables users to express 
urban ideas through text and sketches and see their input translate 
in real time as AI-generated imagery projected directly onto the 
3D geography of the city. 

Figure 2: The interface displays an aerial view of the city, 
with a highlighted area chosen for image generation. Inter-
action options include sketching, entering text prompts and 
exploring various alternative or historical maps. 

By selecting areas on the projected map and describing potential 
changes through text prompts, users can generate realistic satellite-
style visualizations of alternative urban developments. This creates 
a hybrid interface that bridges physical spatial reference with digital 
imagination. 

With this paper, we make three main contributions: First, we 
present the design and implementation of a system that enables 
intuitive exploration of alternative urban narratives through gen-
erative AI. Second, we describe the integration and adaptation of 
an open-source image generation model specifcally fne-tuned for 
satellite imagery of a German city. Third, we report on the results 
of initial user feedback, highlighting how citizens engage with our 
prototype and speculative urban planning in a public setting. 

2 Prototype 
We developed our prototype for the city of Olpe together with the 
local museum. Olpe is a mid-sized town located in Germany, NRW, 
has about 26,000 residents and a history that dates back to AD 
900.1 The concept uses a 3D model of the city’s topography, as the 
geology has played an important role in its historical development, 
consisting of diferent hills, valleys, rivers and a dammed-up lake. 

2.1 Concept 
The core concept behind Urban Uchronia is to empower museum vis-
itors to actively shape alternative urban scenarios through intuitive 
interactions. A hybrid interface combines a physical 3D-printed 
topographical city model with interactive, AI-generated visualiza-
tions projected onto its surface. Users directly mark areas of the 
projected map and enter textual prompts to generate real-time al-
ternative images of urban development. This interaction aims to 
encourage visitors to creatively explore speculative urban narra-
tives and refect on decisions and opportunities in city planning. 
By allowing users to see the impact of their input projected di-
rectly onto familiar geography, the system aims to foster creative 
speculation and refective engagement. 
1https://en.wikipedia.org/wiki/Olpe,_Germany 
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2.2 Implementation 
To ensure smooth operation in a museum context, the software is 
built as a modular, client-server architecture. It separates visitor in-
teraction from backend services and administrative tools, allowing 
for fexibility in managing content. This architecture ensures re-
sponsive performance, extensibility, and robust operation without 
usage restrictions. A detailed technical description, including sys-
tem architecture and technology stack, is provided in the project’s 
open-source repository2. 

2.2.1 Physical Prototype. The physical prototype consists of a 3D-
printed topographical model representing the city’s urban land-
scape. Measuring 1.4 × 1.4 meters and assembled from 49 modular 
tiles, the model provides a spatial reference for user interaction. 
A vertically mounted projector overlays satellite imagery and AI-
generated visualizations directly onto the surface, aligning digital 
content with the physical geography (see Figure 1). 

The model was created using elevation data from the SRTM 90m 
DEM Digital Elevation Database3 and scaled to 1:1000 to ensure the 
visibility of fne-grained urban features such as streets, buildings, 
and vegetation. 

2.2.2 User Interface. Using the mouse and keyboard located next 
to the model, users can highlight areas of interest through freehand 
or closed-shape drawing, and enter text prompts. Subsequently, 
these inputs are used to generate modifed satellite-style imagery, 
which is immediately projected onto the previously selected area 
of the model (see Figures 1 and 2). 

The interface is designed to be intuitive and responsive, support-
ing both free exploration and guided interaction through curated 
themes. These include future visions, such as an inner-city devel-
opment concept; alternative narratives, like a food simulation; 
and historical maps from diferent time periods. It allows users 
to generate images from diferent starting scenarios, encouraging 
imaginative exploration of past, present, or future urban develop-
ment. An integrated reset function ensures that the system can be 
returned to a default state to support continuous, unattended use in 
a public environment. An additional administrative interface allows 
museum staf to manage maps and confgure scenario themes. 

2.2.3 AI-Driven Image Generation. At the core of the prototype 
is an image generation pipeline based on a fne-tuned generative 
AI model. Once users have selected an area and entered a prompt 
as inputs, the system generates a realistic visualization. This im-
age is immediately projected onto the corresponding section of 
the model, maintaining spatial coherence between user intent and 
visual output. The image generation process is shown in Figure 3. 

To support this functionality, we adapted a pre-trained image 
generation model, Stable Difusion v2.1 by StabilityAI [13]. The 
model was fne-tuned using the Difusers library4 on a domain-
specifc dataset of 540 satellite images of a German city and its 
surrounding areas, which we collected and labeled manually. 

2https://github.com/GP-Alternativweltgeschichten 
3https://srtm.csi.cgiar.org, accessed on April 27, 2025 
4https://github.com/huggingface/difusers 

Figure 3: Overview of the image generation process: a) Initial 
input satellite image with a selected region and the prompt 
"forest". b) The selected area is cropped, and the image and its 
corresponding mask are separated. c) A generative AI model 
uses the prompt, cropped image, and mask to generate the 
image of a forest. d) The generated image is inserted back 
into the original satellite image. 

The fne-tuned model and training dataset are publicly available 
on Hugging Face5. Three example prompts generated by our fne-
tuned AI model are shown in Figure 1, illustrating the model’s ability 
to translate user input into geographically grounded visualizations. 

3 User Feedback 
To better understand how the prototype is perceived by citizens, 
we conducted exploratory feedback sessions with two groups of 
city residents. One group comprises members of the city council 
with a focus on the felds of education, social work, and sports. The 
second group consists of pupils of a local high school. Both groups 
have explored the system for about one hour each. 

We aimed to assess the system’s usability, to explore how it 
would be used, whether it fosters engagement with urban planning, 
and to identify areas for improvement. 

To evaluate usability, we employed the German version of the 
System Usability Scale (SUS) [3, 14], complemented by an open-
ended question for additional feedback. We observed how people 
interacted with the system during the two sessions, noting what 
emerged. Furthermore, we logged the users’ input, including the 
prompts they entered into the system, the areas they selected on 
the map, and the resulting images generated. 

3.1 Feedback Procedure 
The feedback sessions began with a short introduction to the pro-
totype. We explained the system’s functionality and demonstrated 
its main features. Afterward, we motivated the participants to ex-
periment with the prototype. As one person used the prototype 
directly, others observed and commented, leading to discussions 
about the prototype’s functionality and the proposed urban changes. 
After usage, the participants completed the feedback questionnaire, 
which included demographic questions, the SUS-questionnaire, and 
open-ended feedback. 

3.2 Results 
In total, 24 participants provided feedback (16 female, 7 male, 1 
diverse). Most participants (n=15) were between 16 and 18 years 

5https://huggingface.co/GP-Alternativweltgeschichten 
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old, while the remaining participants (n=9) ranged from 25 to 76 
years (mean=28.25, SD=17.71). 

Technical experience was self-assessed on a 5-point Likert scale 
and distributed evenly across the group. During the study session, 
15 participants actively interacted with the prototype, while 9 other 
participants observed their interactions as bystanders or collabora-
tors without any direct interaction. 

The overall System Usability Scale (SUS) score was 78.44 (SD=12.33). 
Participants who interacted with the prototype directly reported 
a SUS score of 78.33 (SD=12.81), while observers reported 78.61 
(SD=12.25). Despite the age diferences, no signifcant diference 
in SUS scores was found between the school class (SUS score: 
77.81, SD=12.55) and the city council members (SUS score: 79.69, 
SD=12.64). 

In addition to the SUS questionnaire, participants provided open-
ended responses. Common themes included requests for higher-
quality image generation (i.e., more realistic and detailed visuals), 
improved usability of interaction tools (i.e., drawing), and sugges-
tions for additional features (i.e., access to more maps and live 
navigation). 

The prompts submitted by participants covered a wide thematic 
range. Commonly explored topics included natural landscapes (i.e., 
forests, lakes, rivers), urban infrastructure (i.e., parking areas, parks 
and playgrounds, residential zones, airports), and historical or cul-
tural landmarks (i.e., castles, churches). Several prompts also fo-
cused on natural disasters, imagining scenarios such as hurricanes 
or volcanic eruptions. In addition, the school class experimented 
with fctional characters and locations from various contexts, as 
well as references to well-known public fgures, whereas the city 
council members did not engage with fctional scenarios. 

4 Discussion 
The system has “good” usability, as indicated by the SUS score of 
78.44. Scores above 68 are generally regarded as above average, 
and scores in the 70–80 range indicate good usability [2]. This 
suggests that our prototype ofers accessible and engaging inter-
actions across diferent user groups. Consequently, it supports the 
design goal of enabling unrestricted exploration in an unsupervised 
museum setting. 

The open feedback provides valuable insights into user expecta-
tions and highlights areas for improvement. While the core interac-
tion was well received, the feedback regarding image generation 
fdelity and interface refnement underscores the importance of 
aligning AI-generated outputs more closely with the users’ inten-
tions. Moreover, the interest in expanded functionality points to 
a strong potential for iterative development beyond the current 
prototype. 

Beyond technical aspects, the collaborations and discussions 
among participants during sessions indicate that the system does 
more than visualize changes. The discussions often focused on real 
issues such as local development, sustainability, and urban identity 
(e.g., “What if the sports hall was not here, but over there?”). This 
supports the system’s potential not only as a creative tool but also 
as a medium for dialogues. Hallucination is often a problem in 
systems using generative AI. However, we observed that in our 
system, the occurrence of hallucination often provides even more 

space for speculative discussions. This gives rise to an increased 
user creativity when interpreting generated visualizations. 

At the same time, the system has clear limitations. Despite being 
custom-trained, the generative model still relies on probabilistic 
outputs and may not always align with user intentions, especially 
when prompts are ambiguous. For example, a prompt to gener-
ate a festival location for a cultural target-shooting competition 
(Schützenfest6) resulted in a large weapon being placed on the map, 
which was inappropriate. Such cases highlight the risk of the sys-
tem generating non-urban objects that may not be child-safe or 
relevant to the intended purpose of producing satellite-view urban 
features. 

5 Conclusion and Future Work 
Urban Uchronia introduced an interactive system that combines a 
physical topographic model with generative AI to enable collabora-
tive and speculative exploration of alternative urban scenarios. De-
signed for unsupervised use in public exhibition spaces, the system 
allows users to mark areas on the model, describe desired changes, 
and see them refected in AI-generated satellite-style visualizations. 

The system invites active engagement with urban design by mak-
ing abstract planning ideas understandable, personal, and spatially 
grounded. Initial feedback indicates good usability and potential 
for refection and discussion, particularly in settings where public 
participation and imagination are valued. 

We contribute a fully functioning prototype, including the in-
teractive interface, a fne-tuned generative model, and a modular 
backend, all published as open source for further use and develop-
ment 78. 

Future work should further explore and enhance several aspects 
of our research. First, the quality of AI-generated outputs could 
be improved by refning the output image scaling, optimizing user 
input processing, increasing both the size and diversity of the train-
ing dataset, and improving the reliability of the AI model. Second, 
the user interface and the available editing tools could be further 
refned by enabling selective resetting of AI-generated regions and 
allowing users to compare the original and modifed visualization at 
any time. Third, the tangibility of the prototype could be enhanced 
through the integration of 3D-printed tangible tools to support col-
laborative interaction on the projected visualization, based on the 
concept demonstrated by Günther et al. [6]. Finally, future research 
should assess the performance of our system in various domains, 
including education and urban planning. 
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